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Abstract—Power generation from distributed solar photovoltaic 
(PV) arrays has grown rapidly in recent years.  As a result, there 
is interest in collecting information about the quantity, power 
capacity, and energy generated by such arrays; and to do so over 
small geo-spatial regions (e.g., counties, cities, or even smaller 
regions). Unfortunately, existing sources of such information are 
dispersed, limited in geospatial resolution, and otherwise 
incomplete or publically unavailable. As result, we recently 
proposed a new approach for collecting such distributed PV 
information that relies on computer algorithms to automatically 
detect PV arrays in high resolution aerial imagery [1].  Here, we 
build on this work by investigating a new PV detection algorithm 
based on a Random Forest (RF) classifier, and we consider its 
detection performance using several different sets of image 
features.  The proposed method is developed and tested using a 
very large collection of publicly available [2] aerial imagery, 
covering 112.5 𝒌𝒎𝟐  of surface area, with 2,328 manually 
annotated PV array locations.   The results indicate that a 
combination of local color and texture (using the popular texton 
feature) features yield the best detection performance.   
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I.  INTRODUCTION  
The quantity of solar photovoltaic (PV) arrays has grown 

rapidly in the US in recent years [3], [4], and a large 
proportion of this growth is due to small-scale, or distributed, 
PV arrays [5], [6]. As a result, there is growing interest among 
government agencies, utilities, and third party decision makers 
in having access to detailed information about distributed PV. 
Information such as the locations, power capacity, and the 
energy production of existing arrays is helpful for strategic 
energy-related decisions. Unfortunately, existing methods of 
obtaining this information, such as surveys and utility 
interconnection filings, are costly and time consuming to 
collect.  They are also typically limited in spatial resolution to 
the state level, or larger [3],[6].  

Based on these challenges, we recently proposed a new 
approach for collecting PV information [1].  This approach 
relies on using computer algorithms to automatically identify 
PV arrays in high resolution (≤ 0.3 meter) aerial imagery. Fig. 
1a shows an example of 0.3 meter resolution aerial imagery in 
which the PV arrays have been annotated. This approach 
permits the collection of PV array information at a very high 
geo-spatial resolution. Also, because the approach is largely 

automatic, it is inexpensive to apply, and to do so repeatedly 
as new imagery is collected.  

We build on previous work by investigating the use of a 
Random Forest classifier [8] (RF) for detecting PV arrays in 
aerial imagery. The RF is a popular supervised classification 
algorithm that has been used recently for a variety of problems 
[9]–[12], including the classification of aerial imagery [13]–
[16].  Here the RF is used to classify each pixel in the imagery 
as corresponding to PV or not.  Pixel-wise classification is 
useful for estimating the precise shape and size of PV arrays.  
These estimates can then be used to better estimate the 
capacity and power generation of the PV arrays.    

In addition to considering alternative classifiers, another 
goal of this work is to investigate effective image features for 
the RF classifier.  In binary classification tasks, such as the 
one considered here, the objects are typically represented by a 
feature vector.  This is a vector of values that encodes 
information about each object.  Image features, for example, 
often encode local color, texture, and shape information that 
might be indicative of which type of object is present. Here we 
conduct experiments with several successful image features, 
and compare their performance.      

The performance of the RF on these proposed features is 
evaluated using a large dataset of aerial imagery 
encompassing 112.5 kmଶ  of surface area, and 2,328 PV 
arrays.  The true locations of PV arrays in the imagery have 
been manually annotated. Our data is a subset of a large 
collection of publicly available data, available here [2].  The 
experimental results demonstrate that the RF achieves 
excellent PV array detection accuracy, and that a combination 
of features encompassing color and grayscale texture perform 
best.      

The remainder of this paper is organized as follows. Section 
II describes the aerial imagery dataset. Sections III and IV 
present the RF and image features, respectively. Section V 
describes the experimental design and the results; and Section 
VI presents our conclusions and ideas for future work.  



 

II. AERIAL IMAGERY DATASET 
We conducted all experiments in this work using a dataset 

of color (RGB) aerial imagery, collected over the U.S. city of 
Fresno, California. All of the imagery was collected in the 
same month in 2013, using ortho-rectified aerial photography, 
with a spatial resolution of 0.3 meters per pixel.  An example 
of the imagery is shown in Fig. 1a, where the solar PV 
locations are annotated in red.  The locations of PV arrays in 
the aerial imagery were manually annotated with polygons.   
The full dataset used in this work encompasses 112.5 kmଶ of 
surface area, and 2,328 PV array annotations. The dataset we 
used in the experiments is a random subset of the larger set of 
imagery available in [2], where it can be downloaded freely. 

In order to avoid a positive bias from overfitting in the 
performance evaluation of the proposed PV detection 
algorithms, we split our experimental dataset into two disjoint 
sets: Fresno Training and Fresno Testing. This validation set 
approach is common for evaluating the performance of 
supervised machine learning algorithms, such as those 
considered here. A summary of the imagery in each dataset is 
presented below in Table 1. 

 

III. THE RANDOM FOREST PV ARRAY DETECTOR 
Random Forests (RF) [8] are a supervised statistical 

classification method that has been successfully applied to a 
variety of problems [9]–[15]. In this work the RF performs 
detection in a pixel-wise basis, by assigning a “confidence” to 
each pixel indicating how likely it is that the pixel corresponds 
to a solar PV array. The result of this processing is a 
confidence map, indicating where PV arrays are likely to exist. 
An example image and its corresponding RF confidence map 
are shown in Fig. 1.      

Because the RF is a supervised classification model, it 
automatically infers most of its parameters using training data.  
The training data consists of pairs of feature vectors, and their 
corresponding labels (PV or non-PV). The RF actually 
consists of an ensemble of  𝑇 simpler supervised classifiers 
called decision trees [17].  Employing more trees improves 
performance, but increases computational costs during training 
and testing.  In this work 𝑇 = 30 was found to achieve a good 
balance between these factors, based on the RF performance 
on the Fresno Training data.  

During training, each tree is grown independently of the 
other trees, in a top-down manner, using a random bootstrap 
sample of pixels from the training data.  Each tree consists of a 
series of decision nodes that are learned such that they best 
separate the training data according to some performance 
measurement.  In this work we use the Gini index, which is 
commonly used for the RF.  Each node of each tree considers 
only a random subset of the input features (of size 𝑚) when 
inferring how to split the data.  The parameter 𝑚 is often cited 
as the only major adjustable parameter of the RF.  A 
conventional setting of 𝑚 that usually works well is 𝑚 = √𝑀, 
where 𝑀 is the number of feature dimensions [14]. 

Each tree terminates (at the bottom of the tree) in a leaf 
node.  At the leaf node a probability is assigned to the input 
feature vector indicating the probability that it corresponds to 
a PV array. 

IV. IMAGE FEATURES FOR THE CLASSIFIER 
In this work, we investigate several sets of features as input 

for the RF pixel-wise classifier, which are described next.   

A. Raw pixels 
The raw pixel features simply consist of the intensities of 

the pixels surrounding the pixel we wish to classify. When 
proposing new features for a machine learning problem, it is 
useful to prove that the proposed features improve over 
simpler approaches that require less processing. Raw pixels 
are employed in this work to provide a baseline (or 
benchmark) performance for the other more sophisticated 

 

Fig. 1 (a) provides an example of the color orthoimagery used in this 
work along with several examples of solar PV annotations (red 
polygons). (b) is the pixel-wise output of the RF detector along with the 
same red polygons shown in (a). Bright locations indicate regions of high 
confidence, where PV arrays are likely to exist. 

TABLE 1 
SUMMARY OF FRESNO COLOR ORTHOIMAGERY DATASET 

Designation Area of Imagery Number of PV 
Annotations 

Fresno Training 90.0 𝑘𝑚ଶ 1780 

Fresno Testing 22.5 𝑘𝑚ଶ 548 

 



features that are considered.  Raw pixels are perhaps the 
simplest possible features, because they require no additional 
processing of the imagery.  

Determining the window size around the pixel under 
consideration is another important algorithm design issue.  
Using a bigger window captures more local image 
information, which can be useful for classification.  However, 
increasing the window size also increases the dimensionality 
of the feature vector. This can lead to the classifier overfitting 
the data, and therefore poor performance. A 7x7 window was 
chosen to balance these two considerations. In this work raw 
pixels were extracted in a 7x7 window around each pixel 
location.  This leads to a total of 147 total features (49 features 
for each channel of the RGB imagery). 

B. Local Color Statistics (LCS) 
The local color statistics (LCS) feature has recently been 

used [18], [19] as a computationally inexpensive method of 
encoding local color information, as well as texture.  The LCS 
feature vector consists of the means, 𝜇, and variances, 𝜎ଶ, of 
pixel intensities, computed in windows surrounding the pixel 
to be classified.   

The window size of the LCS feature was chosen to be 3x3, 
because this size roughly corresponds to the size of the 
smallest PV array in the dataset.  A larger window size would 
risk mixing PV pixels with background pixels, and thereby 
obscuring the information useful for identifying individual PV 
panels.  

The full LCS feature vector consists of the statistics from 
many windows surrounding the pixel we wish to classify, 
denoted here as 𝑝଴.  The windows are organized into two rings 
surrounding 𝑝଴, and each ring consists of 9 windows.  Each 
window can be characterized by its vertical offset, 𝑦 , and 
horizontal offset, 𝑥, from 𝑝଴. This is illustrated in Fig. 2. 

 

 
A set of 9 windows (one ring) is denoted here by 𝑆௥ , where 

the subscript 𝑟 parameterizes the locations of the windows in 
the ring. The locations of the windows in 𝑆௥  are then given by  

𝑆௥ = ൛(𝑥, 𝑦): 𝑥 ∈ {0, −𝑟, 𝑟}, 𝑦 ∈ {0, −𝑟, 𝑟}ൟ.  (1) 

There are 9 windows in each ring, and each window yields 6 
features (a 𝜇 and 𝜎ଶ  for each color channel), resulting in 54 
total features per ring. In this work, we extracted features in 
two rings, given by 𝑆ଶ  and 𝑆ସ . Note that 𝑆ଶ  and 𝑆ସ  share a 
window location at (𝑥, 𝑦) = (0,0). One of these duplicates is 
removed, leaving a total of 54+54-6=102 total features.       

C. Textons   
Texton features are a popular class of features that are 

designed to capture image texture information [20].  Textons 
have been used successfully for recognition in images [20]–
[23], as well as aerial imagery [24], [25].  In contrast to the 
other features investigated in this work, textons require a 
training step to learn a database of textures and shapes, called 
a dictionary. The entries in the dictionary are referred to as 
textons. The texton training procedure is illustrated and 
described in Fig. 3.  

 
 In this work a million pixels from the Fresno Training 

dataset are used for learning the texton dictionary.  All of the 
PV array pixels are used (roughly 500,000) and the remaining 
pixels are sampled randomly from non-PV locations.  The 
texton features in this work are trained on and extracted from, 
aerial imagery that has been converted from RGB color to 
grayscale.  This is intended to force the texton features to 
encode only texture and shape information, as opposed to 

 

Fig. 2 (a) provides an example of the color ortho-imagery used in this 
work, along with several examples of solar PV annotations (red 
polygons). (b) is the pixel-wise output of the RF detector along with 
the same red polygons as in 1a. Bright locations indicate regions of 
high confidence, where PV arrays are likely to exist. 

 

Fig. 3 An illustration of the texton feature training procedure.  Aerial 
imagery is filtered with a bank of filters.  In this work the Leung-Malik 
(LM) filter bank is used [30], with 6 orientations, and 2 scales (36 total 
filters).  The filtered images are stacked together, where each pixel is 
represented by a vector of 36 values, corresponding to its filter 
responses.  The vector of filter responses for each pixel is then used as 
input to a K-means clustering algorithm, which learns K representative, 
or common, filter response vectors, which are called textons in this 
context.  In this work K was set to 30.  The textons are learned on gray-
scale imagery rather than the original color imagery.   



color information. This makes the textons more 
complementary to the LCS features.  In Section V, we show 
that the best performance is achieved by combining texton and 
LCS features.                   

The extraction of texton features for classification is 
illustrated in Fig. 4.  Essentially, the feature vector for a given 
pixel consists of a histogram of the textons that were present 
in the imagery surrounding that pixel. This is a compact 
characterization of the local textures and shapes.  In this work, 
the histograms were created using 9x9 windows centered on 
the pixel location that is being represented.  This window size 
was chosen to be large enough to capture several local PV 
array textures, but small enough that these textures are not 
usually diluted by the presence of non-PV textures from the 
background.     

 

 

V. EXPERIMENTS AND RESULTS 
   This section presents the design of the experiments in this 

work, followed by a discussion of the results.   

A. Experimental Design 
A total of three million pixels from the Fresno Training 

imagery were used to train the RF classifier. All of the 
available PV pixels were used (roughly 500,000), and the 
remaining training pixels were sampled randomly from the 
non-PV imagery.    The primary role of the Fresno training 
dataset was to train the RF classifier and texton dictionary. 
The Fresno Testing dataset was used to obtain an unbiased 
performance estimate for the detector. This is a common 
cross-validation approach for supervised machine learning 
algorithms [26]. 

The metric used to evaluate the performance of the 
algorithm is the precision recall (PR) curve. The PR curve is a 
popular performance metric for object detection in aerial 
imagery [16], [27]–[29], and therefore it is adopted here. PR 
curves measure the performance tradeoff between making 
correct detections and false detections, as the sensitivity of a 
detector is varied. The x-axis of a PR curve is the recall, 𝑅, 
which is the proportion of all true target objects (i.e., PV 

arrays) in the data that were returned by the algorithm as 
detections. The y-axis is the precision, 𝑃 , which is the 
proportion of all detected objects (i.e., both true and false) 
which are true targets. An effective detector will have a PR 
curve that tends towards the top right corner of the PR curve 
space, where both recall and precision are maximized. 

B. Results 
The results of applying the trained RF to the Fresno Testing 

dataset are shown in Fig. 5.  First, let us consider the two 
features that use color: raw pixels and LCS. The results 
indicate that the LCS features lead to substantially better 
performance compared to the performance achieved with raw 
pixels. As discussed in Section III, this result is expected, 
because raw pixels represent a simple baseline feature.  
Nonetheless, it confirms that the extra processing required for 
the LCS features results in substantially improved 
performance.   

The results show that the single worst performing feature is 
the (grayscale) textons. This is not surprising because color is 
an important cue for the presence of a PV array, and the 
textons do not use it. The textons used here operate on 
grayscale imagery, and therefore are forced to rely only on 
texture.  This was a deliberate design choice in order to make 
the textons more complementary to the LCS features. The 
results indicate that the best performing feature set consists of 
both the LCS and texton features.  Although the textons 
perform poorly when used alone, they yield improvements for 
the LCS feature due to their complementarity (i.e., they do not 
encode redundant information).     

 

 

VI. CONCLUSIONS 
In this work we investigated the utilization of a supervised 

RF classifier for performing pixel-wise detection of PV arrays 
in aerial imagery.  The performance of the RF was evaluated 
with several different sets of features: raw pixels, LCS, and 
grayscale textons.  The results indicate that the LCS features 
outperform the other features individually, but that the best 
overall performance is achieved by combining the texton and 
LCS features together.  This suggests that, consistent with 
intuition, texture and color information are both important 
cues for identifying PV array pixels. 

 
Fig. 4. Illustration of the process of extracting texton features for a patch 
of aerial imagery.  Each image is filtered with the LM filter bank.  Each 
pixel is assigned to a texton based on its responses to the LM filters.  This 
results in an image where each pixel is represented by its texton 
assignment.  There are thirty textons, so each pixel receives a value 
between one and thirty.  The feature vector for a given pixel consists of a 
histogram of the texton assignments in a centered 9x9 window.   

 

 
Fig. 5. Precision-recall curves for the RF classifier for the different 
feature sets investigated in this work.   



The improved performance obtained by combining the 
textons and LCS features is achieved at the cost of some 
additional computation during feature extraction (e.g., to apply 
filters, or create histograms).  Future work may design texture 
and color features that have lower computational costs.  
Additionally, encoding more contextual information into 
features could enhance classifier efficacy, such as features 
based on the building rooftop pixels that surround most solar 
panels in urban or suburban settings.        
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